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Advanced imaging and characterization methods have permitted the 3-D and phase-specific reconstruc-
tion of dense and opaque samples with features that have a length scale on the order of tens of nanometers
and comprised of materials with large X-ray mass absorption coefficients. Engineered materials, like those
found in solid oxide fuel cell (SOFC) electrodes, use complex materials that have often limited opportuni-
ties to perform 3-D characterization and analysis. Still, characterization and analysis methods are needed
to better understand these structures and their functional impact. The development, verification, and val-
icrostructure
-ray
attice Boltzmann
ransport

idation of methods used by the authors for the characterization and analysis of the heterogeneous SOFC
anode are discussed in this work [1,2]. These methods include the measurement of the volume fractions
of the individual phases, contiguity or volumetric connectivity, tortuosity, and interfacial properties. A
second and complementary part of this work will examine quantitative methods that provide detailed
descriptions of the structure and its relations to the transport processes that it must support [3]. These
efforts are intended to describe the formulation of methods developed to provide insight into the SOFC

re.
anode nano/microstructu

. Introduction

A detailed understanding of the microstructure and functional
ehavior of engineered materials, as related to the environment
nd conditions it must operate and/or be stored in, are critical
o the development of advanced technologies. A recent Depart-

ent of Energy (DOE) report on basic research needs for electrical
nergy storage highlights four cross-cutting research needs that
re critical to meeting future energy storage needs: (i) advances
n characterization, (ii) nanostructured materials, (iii) innovations
n electrolytes, and (iv) theory, modeling, and simulation [4].
his report goes on to suggest that the fundamental challenges
ssociated with building a scientific foundation for providing com-
rehensive descriptions of transport and charge transfer at the

nterfaces is paramount. This effort requires new analysis tools that
re capable of characterizing processes at unprecedented spatial
nd temporal resolutions. Although this report focuses on direct

lectrical energy storage often attributed to batteries and capaci-
ors, the concept is the same for energy conversion technologies
ike the SOFC.
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Strategies targeted for these efforts include the examination
of structural properties and changes over nanometer to macro-
scopic length scales, examination of structure and reactivity of
relevant interfaces, and the imaging of structural, electrochemi-
cal, and physical/electronic properties. Multi-scale modeling and
simulation is identified as providing unparalleled opportunities to
understand the complexities of these processes [4]. Similar needs
have been highlighted in DOE reports on basic research needs for
catalysis for energy [5], next generation photon sources [6], and
materials under extreme environments [7].

The characterization of the SOFC microstructure can be a
key component to the realization of the opportunities afforded
by the technology. Thermochemical stability and durability are
among the more substantial challenges facing SOFCs. In the SOFC
anode, degradation due to Ni coarsening/aging [8–12], redox
cycling [10,12–16], thermal expansion and residual strain effects
[10,17,18], coking [10,19–22] and sulfur-poisoning [10] from vari-
ous fuels, and impurities forming at the electrochemical interfaces
[23] are widely studied. Characterization can provide the nec-
essary insights regarding the details of the microstructure and

how it responds to different manufacturing processes, environ-
ments, and operational conditions. The use of computational
analysis efforts, which are aimed at gaining insights into the
underlying implications of the microstructure on the cell per-
formance and how it changes in conjunction with these efforts,

dx.doi.org/10.1016/j.jpowsour.2010.07.005
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Table 1
Descriptions of the samples that were considered in this analysis [1,2].

Sample ID Sample location Phases examined X-ray source & energy level, keV Max. voxels considered Pixel edge length, nm Resolution, nm

1 Interface Ni/YSZ/Pore APS beamline 32-ID 1503 16.2 38.5
8.317
8.357
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2 Interface Dense/Pore Laboratory
Cu K� 8.05

3 Support Dense/Pore Laboratory
Cu K� 8.05

hich can provide new scientific insights to help address these
ssues.

Several characterization and analysis methods that have been
eveloped, adapted, or used to characterize the porous nickel (Ni),
ttria-stabilized zirconia (YSZ) cermet (i.e., ceramic-metal mix-
ure) SOFC anode in previous studies are discussed in detail in
his work [1,2,24,25]. Specifically, those properties that are rep-
esentative of the volume, including the details of the formulation
nd implementation of methods, are discussed here. A second and
omplementary part to this work provides details regarding some
uantitative methods developed to provide detailed descriptions
f the microstructure and how this relates to transport processes
hat the structure must support [3]. These methods are described
n the context of the SOFC porous Ni–YSZ anode structure, which is
he focus of the authors’ efforts. The methods may also be amenable
o other scientific communities and characterization methods, like
he dual beam focused ion beam scanning electron microscopy
FIB-SEM) measurements that have been reported within the com-

unity [26–28].

. Samples and methods

.1. SOFC samples and preparation

Several samples, taken from anode-supported microtubular
OFCs, are considered. X-ray computed tomography (XCT) methods
ave been used to image and reconstruct the details of two unique
ut related methods for this process [1,2]. In total, three samples
ave been imaged and reconstructed, which are discussed in this
ork.

The three samples that are used in this work have been sectioned
rom an anode-supported microtubular SOFC so that they could be
maged, reconstructed, and segmented. The SOFC did not have a
athode or current collectors at the time of sectioning. The sample
s comprised of a porous Ni–YSZ cermet anode, where an 8 mol%
2O3 doped ZrO2 form of YSZ is used. Ni in the anode is a reduced

rom the NiO used during fabrication. The electrolyte is a dense YSZ
lm. All of the samples have nearly even volumetric ratios of Ni and
SZ in the anode support. The anode support and electrolyte have
thickness of several hundred and several microns, respectively.

wo of the samples are from the anode/electrolyte interface region,
nd the third is from the anode support.

.2. Sample X-ray computed tomography

Imaging of the SOFC anode microstructure, and the subsequent
econstruction, have been made on two separate XCT systems. The
rst sample, Sample ID 1, has been imaged using a transmission X-
ay microscope (TXM) with a synchrotron based hard X-ray source.
ore complete details on the imaging methods, equipment, recon-
truction algorithms, and limiting factors are reported elsewhere
1,2,29–34].

The two remaining samples, ID 2 and ID 3, have been imaged
sing a bench-top XCT system with a laboratory Cu K� X-ray source.
he methods that are used to image these samples are also consis-
150 41.7 42.7

2003 32.0 42.7

tent with those reported in the literature [2,29]. Two important
distinctions with the analysis of these samples are that they main-
tain a 42.7 nm spatial resolution and the elemental phases cannot
be uniquely distinguished with the method due to the use of a single
X-ray energy level with a laboratory Cu K� X-ray source (8.05 keV).
Only the dense and pore phases are uniquely resolved with these
methods.

To distinguish the individual samples, they are noted along with
sample identification numbers in Table 1. Table 1 provides a break-
down of the samples considered, and the corresponding methods
used for their imaging and characterization as they are referred in
the proceeding sections. The characteristics of each of these sam-
ples are provided in Table 1, including their location with respect to
anode and anode/electrolyte interface, elemental phases examined,
and the X-ray source used during analysis. Table 1 also provides
descriptions of the number of voxels, or 3-D cubic elements inferred
during the tomographic reconstruction process, the edge length of
the pixels used to reconstruct these voxels, and the spatial reso-
lution of the measurement. The spatial resolution is based on the
Rayleigh criterion.

Sample ID 1 is the only sample that makes distinction of the
Ni-elemental phase in the dense regions of the heterogeneous
porous sample. Elemental phase specificity has only recently been
accomplished and was achieved by exploiting its spectroscopic
X-ray absorption properties [1]. The Ni-elemental sensitivity has
been achieved by utilizing the energy tenability of the synchrotron
source.

2.3. Supplemental phenomenological samples

Several structures are artificially generated using Monte Carlo,
or sphere-packing methods. These structures are used to supple-
ment the imaged samples. The sphere-packing method is used to
artificially generate three-phase heterogeneous structures. Sim-
ilar approaches have been explored by a number of groups for
the purpose of trying to replicate the electrode architectures on
a numerical basis. Works by the groups of Sunde, Brandon, and
Costamagna are just a few of the examples within the SOFC commu-
nity whom have used sphere packing, Monte Carlo, and percolation
theory based approaches [35–43]. Significant insights and contri-
butions to the SOFC and broader scientific community have been
provided by these methods; however, the ability of these methods
to uniquely replicate real electrode structures is difficult to vali-
date. This uncertainty is a product of the non-linear processes that
the structures support, permutations of the possible structures, and
limited methods available to uniquely validate these approaches.

Assumptions about the nature of the physical structures that are
being replicated are required to use these methods. These assump-
tions are used to condition these types of sphere-packing methods
and are limited by our present understanding of the systems.

Detailed reconstructions of real structures using XCT, FIB-SEM, and
other stereological reconstruction and imaging methods can pro-
vide great insight into how to better replicate real structures using
these types of artificial generation. Torquato’s reviews [44–46] on
the use of stochastic correlation functions to measure real het-
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Table 2
Properties of generated phenomenological structure and grid.

Phase Volume fraction Set particle diameter, �m Particles Voxel size, nm3 Voxels/Edge Volume, �m3
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Ni 0.330 1.0
YSZ 0.329 1.0
Pore 0.341 NA
Volume 1.00 NA

rogeneous multifunctional structures and subsequently replicate
hem are widely discussed in the literature.

Due to the difficulty in trying to validate artificially generated
tructures, a reverse approach is used. Structures generated for this
tudy are considered phenomenological; they are only used as a
ramework for the development and demonstration of quantitative
haracterization tools and approaches. The sphere-packing routine
sed in this study considers the random placement of NYSZ spher-

cal YSZ particles and NNi spherical Ni particles of diameter, DYSZ
nd DNi, respectively, in a cubic volume of L3. The cubic volume is
roken down into cubic voxels of comparable dimensions to the
xperimental XCT data for consistency. Voxels that are 50 nm per
dge with volumes comprised of 100 voxels per edge are considered
n this study. The YSZ particle placement is randomly generated

ithin this volume. It is completed prior to the random Ni parti-
le placement. The Ni particles are permitted to overwrite the YSZ
articles, as well as other Ni particles. To provide appropriate vol-
metric contributions of all three phases, more YSZ particles are

nitially placed within the volume.
More sophisticated approaches are possible, but the described

ethod is suitable for the purposes of this work. Details of the gen-
rated structures are provided in Table 2, where DNi = DYSZ = 1.0 �m
articles are used, which are reasonably typical of present SOFCs.
ig. 1 provides renderings of the contiguous regions of the 3-D phe-
omenological sphere-packing structures generated for this study.

ncremental subsets of this structure are rendered, as will later
e used to demonstrate the volumetric dependencies of the var-

ous interfaces that are measured for this volume. These subsets
re 13 �m3, 23 �m3, 33 �m3, 43 �m3, and 53 �m3 in total volume.
egions that may appear disconnected are an artifact of the render-

ng process. Additional structures are considered in Part 2 of this
tudy [3].

. Characterization methods
.1. Mercury intrusion porosimetry

Mercury intrusion porosimetry (MIP) experiments are per-
ormed on neighboring regions of the samples that were imaged

ig. 1. A 3-D rendering of a phenomenological sphere-packing structure considered in th
5 �m × 5 �m × 5 �m cubic volume used for determination of volume independence. On

n this figure legend, the reader is referred to the web version of this article.)
503 – –
503 – –
503 – –
503 100 53

using XCT methods. The MIP experiments are performed as a means
to provide an independent experimental validation to several of
the measurements made in this two-part study. The methods that
are used to perform the MIP experiments are detailed here, with
additional information available in [47]. The MIP experiments pro-
vide the volumetric distribution of the pore regions within these
samples. This information is used for demonstration and validation
purposes with respect to the reconstruction and characterization
methods.

3.1.1. Experimental
The MIP experiments are performed using a Quantachrome

PoreMaster-60. Separate chambers available for low- and high-
pressure analyses are used. The absolute pressures for these
chambers fall in the range of 6.9 × 103 N m−2 (1 lb in−2 abso-
lute) to 3.5 × 105 N m−2 (50 lb in−2 absolute) and 1.4 × 105 N m−2

(20 lb in−2 absolute) to 4.1 × 108 N m−2 (60,000 lb in−2 absolute),
respectively. The maximum pressure for the chambers is manually
adjusted. The mercury serves as a non-wetting fluid to the porous
sample, providing the ability to examine the sample’s small pore
diameters. A pressure gradient must be applied to force mercury
into the pores of the sample. The pressure required to intrude a
pore of diameter, D, was predicted using the Washburn equation
[47,48]. The properties required for this analysis are the mercury
surface tension, � = 480 dynes cm−1, and the contact angle, � = 140◦.

To perform the MIP experiment, a sample is placed in a pen-
etrometer which contains a bulb for holding the sample. The
penetrometer is connected to a column that is used for measur-
ing the change in the level of mercury outside of the sample. High
vacuum grease is applied to the lip of the penetrometer to cre-
ate a seal with an electrode that is used to electronically measure
the mercury level. Each penetrometer is calibrated so that the
change in the level of mercury can be measured and used to cal-
culate the intruded volume. To prepare the experiment, the cell is

evacuated and subsequently filled with mercury, surrounding the
sample. The cell containing the sample and mercury is returned to
ambient pressure. The parameters for the experiment are selected,
where the motor speed is set to the lowest value of, 1, which corre-
sponds to a maximum pressure ramp rate of 4.1 × 106 N m−2 min−1

is study, where the Ni (grey), YSZ (green), and pore (blue) are shown as subsets of
ly the contiguous regions are shown. (For interpretation of the references to color
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600 lb in−2 min−1), and the pressure range was specified to run
rom absolute pressures of 1.4 × 105 N m−2 (20 lb in−2 absolute) to
.1 × 107 N m−2 (3000 lb in−2 absolute). The pressure range repre-
ents pressures that are sufficient for the detection of the pertinent
ore diameters while also remaining low enough that the brittle
amples are not destroyed by the pressure. Other inputs included
he penetrometer volume, calibration constant, contact angle, sur-
ace tension, mercury density, and the total volume of the sample.
he total volume of the sample is calculated using the sample
eight and is further used for normalization of the experimen-

al data. During the experiment, the pressure is incrementally
ncreased and the cumulative volume intruded into the sample was

easured at each incremental pressure. Recalling, that the pressure
s related to the pore diameter through the Washburn equation, the
umulative intruded volume is recorded and can be presented in
erms of pressure or the pore diameter.

.1.2. Data interpretation
Using the described experimental practices, the pressure and

ntrusion volume data collected from the MIP experiment are used
o calculate the normalized phase size distribution (PSD) function,
n(D), for the pore phase. This distribution function provides the
ormalized volume of mercury contained by a specific pore diam-
ter and is the basis for the structural parameter calculations. The
ormalized pore–PSD function is defined as the volume of mer-
ury intruded into a range of pores of diameters, �D, centered at a
ore diameter, D, normalized by the total volume of the sample and
ivided by �D. The units of ˛n are thus inverse length (i.e., �m−1).
he pore–PSD, ˛n(D), is obtained by numerically differentiating the
ntruded volume of mercury with respect to the pore diameter and
s normalized by the total sample volume.

n =
(

1
VT

)
dV

dD
(1)

hile discrete, the pore–PSD developed by the intrusion process
ust be considered continuous to assist in the development of

quations for interpreting pore volume fraction,
〈

VPore/VT

〉
, pore

ortuosity, �Pore, and so forth; however, the derivative that repre-
ents the differential pore diameter must be taken discretely from
he MIP data.

With the pore–PSD, the microstructural parameters mentioned
reviously are calculated. The pore volume fraction,

〈
VPore/VT

〉
, is

alculated by numerically integrating ˛n with respect to the differ-
ntial diameter, over all diameters.

VPore

VT

〉
=
∫ ∞

0

˛n dD (2)

Similarly, a representation of the tortuosity of the sample’s
orous regions can be developed using the pore–PSD analysis. This

s achieved by considering the intrusion into the pores as a vis-
ous flow through channels of diameter, D, and effective length,
Pore
eff = �Pore · L. In this manipulation the varying pore diameters are
reated using the normalized pore volume distribution function, ˛n,
hown in Eq. (1). With this approach, the total free stream flow rate
hat is fed into the pores creates a uniform pressure drop across
he porous media. The relation for laminar flow head loss in a pipe
as then used to relate the pressure drop divided by the unknown
ore velocity, to the pore effective length, LPore

eff . Independently, the

rgun equation can be used to correlate the ratio of the pressure
rop to the upstream velocity across the porous media [49]. The
pstream and pore velocities must be related through continuity
o do so. The pressure drop divided by upstream velocity can be
sed in the relation for head loss to calculate LPore

eff = �Pore · L and
urces 195 (2010) 7930–7942 7933

allows for the solution of tortuosity, �Pore.

�Pore =
√

2.083

(DH)2 ·
〈

VPore/VT

〉 ∫ D2˛n dD where

DH =
〈

VPore/VT

〉∫
(1/D)˛n dD

(3)

A more complete discussion on the formal definition of the tor-
tuosity and its implication on transport are provided in Section
3.4.

3.2. Volume fraction

Elemental phase and pore volume fractions are examined in
several studies which provide detailed 3-D descriptions of the
electrode microstructure, both by the authors’ and other groups
[2,24–28]. For completeness, the volume fraction of a given phase
or pore is defined as the ratio of the volume of that phase within
the sample to the total sample volume. These methods have been
discussed elsewhere and have importance to issues such as percola-
tion limits in multi-phase heterogeneous structures. For the volume
fraction measurements made on segmented and reconstructed XCT
data, the 3-D morphology is comprised of cubic voxels of a finite
size and an individual phase designation (pore, Ni, or YSZ). Voxel
counting routines are used to define the volume fraction of each
phase.

3.3. Contiguity

3.3.1. Conceptual development
The contiguity, or volumetric connectivity, of the individual

phases is of importance to understanding the heterogeneous struc-
ture’s functional behavior. A numerical algorithm is used to assess
the contiguity of the considered samples and structures. This algo-
rithm is conceptually represented in Fig. 2, using an arbitrary 2-D
structure. In Fig. 2(a), the phase of the structure being examined is
shown in white and designated with a 1. All secondary phases, or
regions, of this structure are shown in black and designated with
a 0. To identify the contiguity between the left and right faces, it
is necessary to identify regions that maintain blind, or dead-end,
phase paths from the left and right faces in addition to regions of
isolated phase. Examples of these regions are called out in Fig. 2(a).
The top and bottom boundaries are assumed insulated. A numerical
painting scheme is used to interpret the contiguity. The conceptual
basis of the numerical painting scheme is illustrated in Fig. 2(b)
through Fig. 2(d). The scheme works by starting from the left face
and marching through the structure. During this marching pro-
cess, all 1’s that are connected to the left face through other 1’s
are replaced with 2’s. This process is accomplished by recursively
sweeping through the structure. During these sweeps, any voxel
that is denoted with a, 1, and has a face in contact with a voxel with
a value of, 2, is updated as a, 2.

Following this update, a similar process is completed from the
right face propagating towards the left face, with all 1’s and 2’s that
are connected to the right face being replaced with 3’s as shown
in Fig. 2(c). Finally, as shown in Fig. 2(d), a fourth process propa-
gates from the left face to the right face of the structure replacing
all of the 3’s that are connected through the left face with 4’s. When
complete, the contiguous structure is denoted with 4’s. All isolated

regions are denoted as 1’s and blind regions from the left and right
face are denoted as 2’s and 3’s, respectively. Because each voxel
has a finite and consistent volume, the percent of the total vol-
ume associated with the contiguous, left blind, right blind, and
isolated regions can be determined. As illustrated in Fig. 2(e), a clean
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ig. 2. A 2-D representation of the contiguity measurement algorithm. The initial s
eft face (b), all of the connected 1’s are replaced with a 2. Subsequently, (c) all of th
d) all of the 3’s connected to the left face are replaced with a 4. Non-contiguous r
ubsequent analysis.

umerical structure that only maintains contiguous pathways can
e produced, which will be used in other analyses.

.3.2. Numerical methods
The contiguity measurements are straight-forward to make;

owever, there are several clarifications. First, these measurements
ave been described for a 2-D structure. The extension of these
ethods to 3-D samples is straight-forward. The key differences

re that the 3-D structure is more numerically intensive to exam-
ne and that all of the adjacent side faces must be insulated. When

ultiple phases are present within the structure, each consid-
red on an individual basis. Finally, the numerical painting process
escribed operates through the consideration of the numerical val-
es of neighboring cells extending from a plane. In practice, this

s carried out by iteratively sweeping through the structure and
pdating neighboring cells. Because of the large data sets in the 3-
structures (e.g., order of 106 to 107 integer values for the samples
onsidered), recursive data sweeps and careful data management
re required to obtain a solution while also minimizing the com-
utational cost.

The structure is numerically searched for the numerical indi-
ator of the phase being examined, which was used during the
re, (a), is shown with the white region being studied is set as a 1. Starting from the
and 1’s connected to the right face are replaced with 3’s. Returning to the left face,

are left with numerical designations of 1, 2, and 3, which (e) can be removed for

previous iteration. For example, while painting the structure with
2’s, the structure is searched for 1’s. As a 1 is identified, all of the
voxels sharing a face with this voxel are checked to see if a 2 is
present. If a 2 is present, the corresponding voxel is updated. This
process is repeated throughout the structure for each operation
until no additional numerical updates occur.

3.4. Tortuosity

The tortuosity of the porous regions of the sample can be defined
with methods like MIP, as discussed in Section 3.1. It can also be
evaluated by using numerical methods which can examine the
segmented and reconstructed sample morphology. Several of the
authors’ previous studies have considered the pore–phase tortuos-
ity or an empirical factor, � , which is representative of the influence
of the structure on transport [2,25]. Here, we expand upon the def-
inition of the tortuosity, prior to expanding upon the methods used

in this study.

3.4.1. Representation of tortuosity
A phenomenological, 3-D representation of the tortuosity is pro-

vided for a single path in Fig. 3. This path represents an arbitrary
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ig. 3. A 3-D representation of the tortuosity, where the tortuosity is defined as,
= Leff/L, where the effective path length, Leff , and nominal volume length, L, are
oted.

hase path that may exist in a sample. Following the path’s cen-
erline, an effective path length, L�

eff, is identified. The ratio of the
ffective path length to the nominal edge length of the same vol-
me, L, allows the tortuosity, �� , for phase, �, to be defined.

� = L�
eff
L

(4)

he tortuosity can be confused with the tortuosity factor, �� , for
orous media, where the tortuosity factor is the square of the tor-
uosity [50–53].

� = �2
� =
(

L�
eff
L

)2

(5)

In many empirical transport models, the tortuosity factor, and
hus the tortuosity, plays a key role in describing the structure.
hese models treat the structure as a homogeneous, or an effec-
ive medium, which is dependent upon the tortuosity factor. For

ass transport in a porous electrode, this is achieved by scaling
he Fickian diffusion coefficients, with the ratio of the pore volume
raction to the tortuosity factor as shown in Eq. (6). However, as
as been noted by Epstein [50] in an examination of some classic
mpirical correlations for porous media, reviewed by DeCaluwe et
l. [51], and observed in practice by Schmidt and Tsai [52]; the dis-
repancy between the tortuosity and tortuosity factor is often been
isinterpreted.
Examining several publications that describe the effect that the

tructure has on transport processes [50–53], an empirical relation-
hip for the correction for transport coefficients in porous media is
dentified. For Fick’s law, this correction,

J = −
〈

V�/VT

〉
�

D∇C = −
〈

V�/VT

〉
� 2

D∇C (6)

� �

s used to describe molecular diffusion in the pore–phase, generi-
ally labeled phase, �. This correction is readily extendable to the
tefan–Maxwell and Dusty Gas equations. Because Eq. (6) was pre-
ented for mass transport in the pore phase, −→

J represents a molar
urces 195 (2010) 7930–7942 7935

flux, D the molecular diffusion coefficient,
〈

V�/VT

〉
the pore volume

fraction, and ∇C the molar concentration gradient.
This permits the interpretation of an empirical diffusivity factor,

� � , which is a property of the material and therefore represents the
structure as an effective homogeneous material.

�� =
〈

V�/VT

〉
��

=
〈

V�/VT

〉
�2

�

(7)

By analogy, the diffusivity factor could also be extended to other
transport processes including electronic, ionic, or heat conduction
processes in the solid phases.

3.4.2. Numerical methods
The methods and algorithms used to determine the tortuosity of

the individual phases are described here. Fig. 3 provides an overly
simplified representation of the tortuosity. In actuality, multiple
contiguous pathways are likely to exist. These pathways through a
given phase can branch, merge, dead-end, have connected regions
of different cross-sections (i.e., constrictions), and exhibit some
degree of anisotropy. This complexity highlights a need for simplifi-
cations, which can provide properties that are representative of the
complex heterogeneous structure. However, it must be recognized
that the effects of these details can be lost in such a representation.

The tortuosity is evaluated using a numerical method described
by Joshi et al. [25], which is an extension of a method that has been
used by Wilson and Barnett [27]. These methods use a finite differ-
ence method to solve Laplace’s equation. The solution to Laplace’s
equation is then used to back out the tortuosity of the structure.
Joshi et al. [25] modeled diffusion in the 3-D pore–structure of
several samples. In this analysis, a pore diffusivity factor, � Pore, is
identified by taking the area weighted integral averaged flux for the
3-D structure relative to that of a 1-D solution to Laplace’s equation,
where the structure is approximated by a homogeneous equivalent
structure. The diffusivity factor, � Pore, is an empirical representa-
tion of the effects that the detailed structure has on the 1-D analysis.
It is consistent with the details provided and discussed with Eqs. (6)
and (7). The diffusivity factor is evaluated in three principle (X, Y, Z)
Cartesian directions of the cubic volume. The boundary conditions
and numerical methods are provided in these studies. Joshi et al.
[25] left the diffusivity factor as a bulk empirical parameter. Here,
the tortuosity are explicitly identified by equating the calculated
diffusivity factor, � � , with Eq. (7).

3.5. Interface measurements

The digital representation of the sample’s morphology provides
a convenient framework for the examination of the pore, Ni and
YSZ interfaces. This is permitted by the binary representation of the
structure in the form of voxels. These voxels are of consistent and
finite scale and contain an individual elemental phase designation.

To understand these measurements, a phenomenological rep-
resentation of the three-phase boundary (TPB) line and two-phase
area interfaces for individual sets of voxels is provided in Fig. 4.
In Fig. 4(a), the unit line length that is formed by the union of
the voxels of the three constituent phases is provided, as indi-
cated by the arrow. An important aspect of the TPB line is that for
a right-handed coordinate system the unit TPB line projects nor-
mal to the plane. Fig. 4(b) shows four voxels as they may appear
in the generated structures or the reconstructed morphology of

the XCT data. As the faces along which these voxels merge are
inspected, two-phase interfaces can be distinguished between two
voxels of discrete phases and finite size. These simplified represen-
tations demonstrate how the 3-D morphology can be examined for
interfaces.
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ig. 4. The (a) three-phase-boundary line occurring at the union of three voxels of
nique voxels. The 3-D digital structure (c) is searched, using (d) an individual 2-D

Extending these concepts to the 3-D morphology, a numerical
lgorithm is used to search and track these interfaces. A simplified
epresentation of how this method works is provided in Fig. 4(c)
nd (d). To identify TPB lines, we begin at the top left of the front
f the cubic volume shown in Fig. 4(c). This region is denoted with
he principle axis. For this first 2-D plane (i.e., the first row of the
–Y plane), a conceptual representation of a plane is shown in
ig. 4(d). This plane is iterated through, progressing in the posi-
ive X-direction from the X–Y origin. Iterating through this row, the
hase associated with the voxel at each node is identified. This is
enoted in Fig. 4(d) with a cross-hatching of the voxel noted with
he axis. While at this voxel, the phase associated with the voxels
n the incremental positive X, Y, and X–Y direction are identified. In
ig. 4(d), these voxels are enclosed with a bold box. As the phases
ssociated with these voxels are identified, they are checked to see
f all three-phases exist. As shown, there is not a TPB in the four vox-
ls being examined; however, if there were a TPB, it would extend
nto the page by the unit voxel length. Each TPB is counted as it is
dentified.

As we continue the search for the TPB elements, we move to
he origin voxel and the voxels being checked by an increment in
he X + 1 direction. This is shown by the large arrow in Fig. 4(d).
his process continues until we are one voxel from the edge of the
ubic volume in the X-direction. At this time, this row is completed
nd we move over the next row in the Y + 1 direction back at the
nitial X value. This process continues until the entire X–Y plane has
een examined. Once an X–Y plane is complete, the subsequent X–Y
lane in the Z-direction is examined in a similar manner and the
rocess is repeated until every X–Y plane in the cubic structure has
een searched. While it may seem as if the entire structure has
een searched, in actuality only the TPB lines that lie parallel to the
-direction have been identified at this point. This is because only
PBs in the incremental positive X, Y, X–Y directions were examined
n each plane of the Z-direction. For this reason, a similar analysis is

lso completed through the structure in the Y–Z and X–Z planes. The
ouble-counting of a unit TPB interface is avoided in this analysis
rocedure by always iterating and evaluating neighboring voxels in
he positive direction. Once the TPBs have been counted, they can
e converted to a physical length using the unit voxel edge length.
e phase, and (b) area forming the two-phase interfacial lies along the faces of two
in this 3-D structure.

The TPB length identified must be normalized by the volume of the
sample considered so that it can be reported as a property of the
sample.

To identify the two-phase interfacial areas, a similar numerical
algorithm is used. Iterations through all of the planes are required;
however, for each voxel, only the nearest neighbor in the same row
is considered (i.e., X to X + 1). Incremental increases in the areas
must be tracked for each type of phase interface: Ni–YSZ, Ni–pore,
and YSZ–pore. Searching the neighbor in the positive direction, rel-
ative to the search direction, avoids the double counting of the
interfaces. All three planes are searched and the measured phase-
interface areas are normalized by the volume of the sample.

An extension of the interface measurement can also be proposed
that considers only those interfaces that maintained contiguous
transport pathways through the structure. The treatment of this
modified form of the interface measurements is handled through
the use of the contiguity algorithms (Section 3.3), in conjunction
with the interface measurement algorithms. For this modified form,
each phase is separated into a unique structural file and examined
using the contiguity measurement algorithms. Non-contiguous
regions are tagged so they are not considered as a part of any indi-
vidual phase. A geometric file considering the full phase-specific
morphology is reconstructed using these contiguous descriptions
of the phase-structures. The TPB and phase-interface areas are
again examined using the algorithms described above to iden-
tify their values where there is continuity through the respective
phases.

3.6. Measurements on heterogeneous structures

How the heterogeneity of the samples impacts the methods and
measurements performed in this study is an important consider-
ation. If a small sample volume is considered, the properties that
are measured for this volume may be substantially different from

those in a neighboring region of the sample. This type of scenario
is supported by Fig. 1, where one may expect to obtain different
characteristic properties for a 13 �m3 volumes than say the 53 �m3

volumes—even for the same original volume. If a sufficiently large
volume is considered, these values may asymptote and become
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blind (or dead-end) paths. Due to our limited ability to describe the
structure, the volume intruded at a given pressure is attributed to
pores of that diameter. If there is a pocket or larger region behind
the throat of a pore, this volume will be attributed to pores of the
K.N. Grew et al. / Journal of Po

ndependent of the volume considered. Such an observation can
ccur when localized changes are outweighed by those of the bulk
ample volume.

The approach taken to demonstrate volumetric independence
s highlighted in Fig. 1, where five sub-volumes of the same 53 �m3

olume generated for this study are shown. These sub-volumes
ay be viewed as “Russian stacking dolls” of the same structure;

hey are incremental volumetric increases of the same structure.
easurements are made on each of these sub-volumes to observe

olumetric dependencies. If a given measurement continues to
hange with increasing volume, it would be indicative that each
easurement is representative of that particular volume consid-

red. However, if the changes in a measurement asymptotically
pproach zero with increases in volume, it indicates that the mea-
urement is representative of the sample. Different regions in a
arge sample can still maintain unique properties. This is often rec-
gnized in electron- and optical-microscopy, where neighboring
egions of the same specimen can appear quite unique. These types
f effects are beyond the scope of this work. They can be treated on
statistical basis through the processing of multiple sample regions

rom the same original microstructure.
In attempt to understand the volumetric dependencies of the

easurements made in this study, sub-volumes of the full struc-
ures are examined. As demonstrated in Fig. 1, we begin with a
mall subset of this data (e.g., a 13 �m3 sub-volume). The size of
his sample sub-volume is incrementally increased until the full
olume is considered. At each increment, the measurements are re-
xamined and the volumetric dependence of the sample is tracked.
he measurement can only be considered as representative of the
ample when it can be shown as independent of the volume which
s considered.

. Results and discussion

.1. Mercury intrusion porosimetry

Experimental results from mercury intrusion porosimetry (MIP)
xperiments have been reported in several previous studies by
he authors [2,47]. In these studies, the MIP experiments are used
o determine properties of the heterogeneous electrode structure,
uch as the mean pore radius, porosity, and tortuosity [47], and to
alidate XCT based characterization methods [2]. The pore volume
raction, tortuosity, and mean pore radius determined by the MIP

easurement of Samples ID 2 and ID 3 can be used to validate val-
es determined using the reconstructed XCT microstructures. The
ore size distribution spectra determined using the MIP data also
rovides a point of comparison for the PSDs developed using the
econstructed XCT microstructures in Part 2 [3].

The MIP pore–PSD results for Samples ID 2 and ID 3 are provided
n Fig. 5. These results show the normalized volumetric contribu-
ion of a pore of diameter, D, within the sample. This pore–PSD
s presented as a power spectrum and maintains units of inverse
ength (�m−1). Conceptually, it represents the volume fraction of
he pore regions within the sample that maintain a diameter, D,
ver a differential diameter, 	D. Examining Fig. 5, it is recognized
hat Sample ID 2 maintains much more of its volume at smaller
ore diameters, down to sub 0.1 �m pores, with the largest con-
ribution coming from pores of approximately 0.5 �m in diameter.
ample ID 3 maintains a larger portion of its volume at larger pore
iameters, with a very significant peak at approximately 0.6 �m in

iameter.

Several aspects of the MIP method can lead to misinterpre-
ations of the pore structure. We begin by recognizing that the

ethod is intended to provide a quantitative measure of the com-
lete pore structure; however, it actually provides a quantitative
Fig. 5. Pore phase size distribution obtained with mercury intrusion porosimetry
for pore regions of (a) Sample ID 2, and (b) Sample ID 3. The distributions have units
of �m−1.

measure of the throats of the pore. This occurs because the porous
media is treated as a group of independent capillaries. As demon-
strated in Fig. 6, pores are more likely to merge, split, and have
Fig. 6. A schematic of the heterogeneous porous media, as interpreted by mercury
intrusion porosimetry. Three pore regions, of volume, Vi , are attributed to the pore’s
throat diameter, Di .
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iameter of the pore throat because the pressure necessary to force
ercury into these larger void regions is less than that through the

hroat of the pore. Once the pressure can force mercury through
given pore throat, it will fill the region behind it. In effect, this
eights the pore–PSDs toward the smaller diameters, which cor-

espond to the throats of the pore structures. Similarly, multiple
uns are often used to verify the pore–PSDs. Mercury trapped in
he structure and/or mechanical degradation due to the pressure
xerted on the sample can affect the measurements. For the cases
eported in this study, two intrusions were performed on each
ample. Data from the first was used in the analysis. The second
ntrusion was used to verify the intrusion and that there was not

echanical degradation, which could result in significant varia-
ions in the pore–PSD. Minimal changes were recognized for both
amples considered in this study.

.2. Volume fraction

The methods used to identify the volume fraction of the phases
ithin the sphere-packing generated structures and the XCT based

amples are the most straight-forward discussed in this study.
hese measurements are based on voxel counting algorithms.
he volume fractions of the sphere-packing generated structures
nd actual samples considered in this work are provided in
ables 2 and 3, respectively. It is noted that the values recognized
n Sample ID 1 are likely different than those of the bulk sample, as
result of the small volume available for study and its proximity to

he dense electrolyte.
Because large differences can be observed in localized regions,

s is likely the case with Sample ID 1, it is important to demonstrate
he heterogeneous nature of the samples and an ability to demon-
trate volumetric independence. These efforts are undertaken for
he pore regions of Samples ID 2 and ID 3 in Fig. 7. Volumetric
ndependence is observed for volumes larger than 4 �m per edge,
r 43 �m3. Sample ID 2 appears to decline as it approaches a vol-
me of 6 �m per edge, or 63 �m3; however, this is due to the

nclusion of a region of the dense electrolyte in the larger sam-
le volumes. Although the volumetric independence for the pore
olume fractions of the two samples considered in Fig. 7 is rec-
gnized for a volume of approximately 43 �m3, other properties
ncluding volume fractions of the dense phases can and will have
nique volumetric dependencies.

.3. Contiguity

Of direct relation to the phase volume fraction, is the contigu-
ty of these regions. The contiguity is defined as the percentage
f the same phase that is continuous, or interconnected, within
he considered volume. Regions of a phase without a continuous
ath through the structure are non-contiguous. These regions can

till contribute in terms of the structural stability; however, they
o not contribute to its electrochemical performance in terms of
lectrocatalytic activity or the mass and charge transfer processes.
herefore, the contiguity may be considered as a measure of the
ffective use of the microstructure.

able 3
ffective homogeneous properties of structures imaged using XCT.

Sample ID Phase Volume fraction Contiguity, v

1 Ni 0.46 96.8
YSZ 0.36 99.4
Pore 0.18 93.2

2 Pore 0.32 98.2
3 Pore 0.34 98.9
Fig. 7. The dependence of the porosity, ε, on the size of the volume considered is
shown for Samples ID 2 and ID 3.

Prior to the implementation of the contiguity routines, several
verifications of the numerical measurement methods are com-
pleted. First, simplified structures with known non-contiguous
regions are generated and checked using the developed algo-
rithm. Second, levels of recursion are both forced and incrementally
increased with all samples to ensure that the same numbers
of disconnected voxels were identified within the same volume
with increased recursion. Third, the samples are mirrored and
re-examined to validate the algorithm. Finally, the original and
cleaned morphologies are rendered to inspect the structures.

The contiguity for the segmented and reconstructed samples is
provided in Table 3. The volumetric dependence of the contiguity
for the three phases of the sphere-packing generated structure, as
well as that for the pore regions of Samples ID 2 and ID 3, are pro-
vided in Fig. 8. The contiguity of the sphere-packing structures is
provided in Fig. 8(a). They are discussed here because they will
be of consequence to the active two- and three-phase interface
measurements discussed in the following sections.

The contiguity of the Ni, YSZ, and pore regions of the sphere-
packing generated structure, shown in Fig. 8(a), exhibit some
interesting behavior. The pore regions, which are those regions that
did not have an YSZ or Ni particle written to the volume, exhibit
nearly 100% contiguity, independent of the volume size. The YSZ
regions, which were placed within the volume prior to the place-
ment of the Ni particles, exhibits a slight decrease in contiguity
with increasing volume, but does asymptote at a volume of approx-
imately 43 �m3. However, the Ni contiguity, which is the final set of
particles randomly written to the volume and permitted to over-

write pore, YSZ, and other Ni regions, demonstrates a consistent
decrease with increasing volume size. This behavior is unexpected,
considering the Ni comprises approximately a third of the volume.
These effects are considered to be a product of the sphere-packing

ol.% Tortuosity [x, y, z, mean] Mean diameter [3], �m

1.7, 1.2, 2.7, 1.9 1.07
2.2, 1.4, 1.7, 1.8 0.64
1.3,1.2, NA, 1.3 0.26
1.6, 1.7, 1.8, 1.7 0.51
1.7, 1.4, 1.7, 1.6 0.63
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Fig. 8. The dependence of the (a) pore, Ni, and YSZ contiguity, or percent volumetric
connectivity, on the size of the volume considered is shown for the sphere-packing
generated structure, as is (b) the contiguity for the pore regions of Samples ID 2 and
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ciple Cartesian directions. As with the previous two sections, it is
important to verify volume independence of these types of mea-
surements. In Fig. 9, the tortuosity for the pore regions of Samples
D 3.

ethods used for this work. These structures and results are only
onsidered as phenomenological.

The pore regions of Samples ID 2 and ID 3, shown in Fig. 8(b),
xhibit an asymptotic behavior for volumes of approximately
3 �m3 and larger. The high contiguity suggests that the pore
egions of these samples exhibit a high degree of connectivity and
ffective use. Similar studies are not shown for Sample ID 1 because
he small sample volume makes it impractical to demonstrate these
ypes of effects.

The contiguity measurements demonstrated in this section
nable removal of non-contiguous regions from the structures ana-
yzed. The modified structures are used in the tortuosity, interface,
nd transport studies for two reasons. First, non-contiguous regions
an result in erroneous results in the tortuosity and transport stud-
es. Second, only the contiguous regions contribute to the interfacial

roperties like the catalytic area, double layer area, and the elec-
rocatalytic activity due to the three-phase boundary.
Fig. 9. The dependence of the tortuosity, �, in the pore phase on the size of the
volume considered is shown for Samples ID 2 and ID 3. The tortuosity is reported in
the three principle Cartesian directions (symbols), as well as the mean value (solid
lines).

4.4. Tortuosity

The tortuosity of the unique phases of the samples considered
in this work is evaluated by solving Laplace’s equation within the
structure. This procedure is developed by considering diffusive
mass transport in the pore regions of the sample; however, this
approach can be extended to the dense Ni and YSZ phases, which
support electronic and ionic conduction in the SOFC, respectively.
This is achieved using an analogy between mass and charge trans-
fer processes. The tortuosity for the detailed structures (i.e., Eq. (6))
can and should consider only the contiguous regions of the sample.
Non-contiguous regions cannot support transport and therefore
are not contributing to this factor. If a flux is applied to a non-
contiguous region, a solution cannot be obtained as the numerical
methods become unstable without a mass source/sink for these
regions.

The algorithms and methods that are used to examine the tor-
tuosity of the samples have been independently verified using
simplified 2-D and 3-D structures. These simplified cases are not
reported here in the interest of providing a concise discussion.
The tortuosity can have a considerable influence on the effi-
ciency of transport processes in heterogeneous structures. This is
because the tortuosity, in effect, extends the length of the trans-
port processes. Whether in the pore (mass), Ni (electronic), or YSZ
(ionic) regions, an extended transport path length can increase the
associated losses (i.e., irreversibility). This can occur both as a con-
centration loss due to a lower concentration of reactants at the TPB,
and as resistive losses in the form of Joule heating through the heat
produced by forcing a current through a material of finite resistivity
over an increased length.

4.4.1. Tortuosity measurements
The tortuosity values for the segmented and reconstructed mor-

phologies of Samples ID 1–ID 3 are provided in Table 3. In this
table, the tortuosity measurements are reported for the three prin-
ID 2 and ID 3 are shown. The mean tortuosity exhibits volumetric
independence at approximately 43 �m3 for both samples. As in the



7 wer So

p
u
c

o
w
n
a
p
v
f
c
r
a
s
d

4

p
i
t
X
a
d
o
u
U
p
w
t
T
v
t
t
t
t
T
e

4

a

F
t

940 K.N. Grew et al. / Journal of Po

receding sections, Sample ID 1 does not maintain sufficient vol-
me to demonstrate volumetric independence and therefore is not
onsidered within the context of this study.

In Fig. 9, some additional scatter in the direction-specific tortu-
sity is noted in sample ID 3. This scatter is specifically associated
ith the Y-direction. It is possible this could be an artifact of the
umerical methods; however, it is more likely the result of some
nisotropy in the specific sample. Still, this is speculation at this
oint as we do not have a large enough statistical set to properly
erify this assessment. The sample exhibiting this effect was taken
rom the support, where sample ID2 was taken from the interfa-
ial region. The samples have been taken from unique anodes and
egions, which may have unique properties. Multiple samples from
single anode will need to be considered in future studies so that a

tatistical set can be formed and the issues surrounding directional
ependence and anisotropic effects can be better addressed.

.4.2. Validation of tortuosity measurements
As a point of validation, the tortuosity values reported for the

orous regions Samples ID 2 and ID 3, can be compared to those
dentified using independent experimental methods. In addition
o the use of numerical methods to evaluate the tortuosity of the
CT data, the tortuosity of the pore regions of these samples is
lso examined using the MIP results. In Eq. (3) of the theoretical
evelopment, it is shown that the tortuosity of the porous regions
f the sample can be measured with MIP by using the pore vol-
me fraction distributions interpreted from the intrusion curves.
sing Eq. (3), tortuosities of 1.7 and 1.8 are determined for Sam-
les ID 2 and ID 3, respectively. These values agree remarkably well
ith the mean value of those identified by solving Laplace’s equa-

ion for the XCT data, which were reported in Table 3 and Fig. 9.
he tortuosity of the Ni and YSZ regions cannot be independently
alidated with methods like MIP. Therefore, the examination of
he tortuosity of the Ni and YSZ phases represents an extension of
he numerical methods presented to gain a new understanding of
he heterogeneous structure. This is performed under the assump-
ion that the numerical methods can be extended to these regions.
here is nothing in the approach to suggest this is not an applicable
xtension.
.5. Interface measurements

The final measurements reported in this study are those of the
reas that form the two-phase interface and the line that forms the

ig. 10. The absolute two- and three-phase interfaces for the sphere-packing structure
wo-phase interfacial areas and three-phase boundary lengths, as well as the (b) percenta
urces 195 (2010) 7930–7942

TPB. These interfaces are of importance to the function and per-
formance of the structure for systems like the SOFC anode. These
interfaces perform a number of important operations. For exam-
ple, if a hydrocarbon fuel such as methane is being used, the Ni
surface can behave as a catalyst and can help to breakdown to the
fuel to hydrogen and corresponding by-products. The hydrogen is
often considered a simpler molecule to directly electrochemically
oxidize. For this scenario, the pore–Ni area can be of consider-
able importance. Further, if the Ni coarsens or agglomerates over
time, the catalytic area available to perform such operations can
be reduced. Similar scenarios can be posed for the Ni–YSZ inter-
face within the anode, which forms the electrochemical double
layer. One of the most cited interfaces in the SOFC community is
the TPB line that forms at the union of the Ni, YSZ, and pore phases.
This boundary is where the electrochemical oxidation occurs and is
directly related to the structure’s electrochemical activity. Under-
standing this interface, and how it may change with operation, can
provide considerable insight to the community.

Because of the importance of the interfaces within the heteroge-
neous SOFC electrode structure, an additional aspect is considered.
The areas and lines that these interfaces form are of considerable
importance; however, not all of them may be active due to non-
contiguous regions. On the basis of the processes these interfaces
support, and that transport processes support this interfacial phe-
nomenon, the amount of active interfaces may be a better measure
of the heterogeneous structure. Specifically, if the interface that
supports a given process cannot be reached by the participating
species, the interface does not play a functional role. These effects
can be treated by examining the interface measurements both with
and without the non-contiguous regions of the phases participating
in the respective interface.

Verification of the interface measurement algorithms has been
completed using numerous simplified, yet unique phenomenolog-
ical structures. These structures were generated by the authors and
made in such a way that the TPB length and phase-interface areas
were known a priori. All of the structures were also mirrored along
the primary planes to ensure all directional routines are functioning
properly.

With confidence in the interface algorithms, the two-phase area

and TPB lengths are examined. This effort considers the three struc-
tures generated for this study, with interface measurements for the
XCT sample already reported [1]. In Table 4, the contiguous and
absolute interfacial areas and TPB length are provided for the full
53 �m3 volumes. The ratio of these measurements is also provided.

are shown as a function of the edge length of the cubic volume. The (a) absolute
ge of the absolute two- and three-phase interfaces that is contiguous.
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Table 4
Volume specific phenomenological structure interfacial measurements.

Interface Contiguous Absolute Ratio

Ni–YSZ 0. 74 × 106, m−1 1.13 × 106, m−1 0.66
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[

YSZ–pore 1.84 × 106, m−1 1.96 × 106, m−1 0.94
Ni–pore 0.74 × 106, m−1 1.17 × 106, m−1 0.63
Ni–YSZ–pore 2. 72 × 1012, m−2 4.24 × 1012, m−2 0.64

n Table 4, a substantial difference between the absolute and con-
iguous interfaces is recognized. Further, it is recognized that the
nterfaces involving the Ni regions, which was previously noted
or maintaining large non-contiguous regions in this study, have a
ubstantially reduced amount of active interfaces.

As is reflected in Table 4, the volumetric independence study is
resented in Fig. 10(a) for the absolute interfacial measurements
or the sphere-packing generated samples. Meanwhile, Fig. 10(b)
rovides the volumetric interdependence for percentage of active

nterfaces in these same samples. In Fig. 10(a), it appears as if
olumetric independence starts to develop for all of the interface
easurements for volumes of 33 �m3. In examining the volumet-

ic independence for the percentage of active interfaces within
hese same samples in Fig. 10(b), similar effects to those noted in
he contiguity measurements are recognized. This similarity occurs
ecause an individual phase with reduced contiguity relative to the
thers is more likely to dominate the magnitude of the active inter-
aces. In the context of the sphere-packing sample, these effects
re rather quite lucid. However, it is preliminary to suggest an
nderlying trend. The lack of contiguity in the Ni regions of the
phere-packing sample was a surprise to the authors. Therefore,
dditional consideration will need to be given to these types of
easurements in actual samples in the near future.

. Conclusions

A detailed description of characterization and analysis meth-
ds that have been developed, adapted, and used by the authors in
everal recent studies have been presented [1,2,25]. Specific meth-
ds discussed in this work are those that the authors have used
o examine the volume fractions, volumetric contiguity, tortuos-
ty, and two- and three-phase interfaces for the examination of the
eterogeneous SOFC electrode structures. In a second part of this
ork, more detailed quantitative characterizations related to the

ontributions of different transport cross-sectional diameters and
heir effect on transport-related losses are considered [3].

Among the more interesting observations made in the present
tudy are the unique volumetric dependencies for the measure-
ents made on the pore regions of the imaged samples; whether

t is the volume fraction, tortuosity, and/or contiguity. Further,
nique methods used to independently measure the tortuos-

ty of these regions were shown. Samples that were artificially
enerated using sphere-packing routines were used to demon-
trate the volumetric dependence of the two- and three-phase
oundaries. The absolute measurements as well as the mea-
urement of the interfaces that maintain contiguous pathways
hrough the sample structure were made. In this specific study,
arge non-contiguous regions of the Ni-phase in the sphere-
acking generated structure were observed and had a substantial

mpact on the modified interface measurements involving this
hase. This effect is attributed to the artificial methods used to
igitally generate this structure and therefore should only be

onsidered as phenomenological. However, these measurements
nd methods can have a future impact on how well the sample
tructure is used in terms of supporting the necessary transport
nd reaction processes. Further, it can have a direct impact on
he measurement of degradation of the electrode structures in

[
[
[

[

urces 195 (2010) 7930–7942 7941

terms of both manufacturing and operational conditions in future
studies.
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